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УДК: 004.421 

Timsollarni tanib olishning algebraik yondashuv algoritmlari 

Kamilov M1,  Xudayberdiyev M2, Alimqulov N3 

1Raqamli texnologiyalar va sun’iy intellektni rivojlantirish ilmiy-tadqiqot instituti, Toshkent, O‘zbekiston 
2Toshkent axborot texnologiyalari universiteti, Toshkent, O‘zbekiston 
3Andijon davlat universiteti, Andijon, O‘zbekiston 

2024 yil. 2-mayda berilgan. 2024 yil 12-iyunda chop etish uchun qabul qilingan

Аннотация: В работе рассматриваются алгоритмы алгебраического подхода к решению задач 

распознавания. В начале 1970-х годов Ю.И. Журавлев разработал модель алгоритмы вычесления оценок 

(АВО), которая состоит из комбинации оператора распознавания и правил принятия решений. Основная 

концепция этой модели заключается в построении матрицы оценки для определения принадлежности 

объектов управления к классам и их классификации на основе решающих правил. В конце 1970-х годов Ю.И. 

Журавлев предложил алгебраический подход, который предполагает построение правильных алгоритмов-

полиномов посредством алгебраических операций над неверными алгоритмами. В данной статье подробно 

анализируются развитие алгебраического подхода, его применение и проблемы, связанные с современными 

структурами. 

Ключевые слова: распознавание образов, алгоритмы вычесления оценок, алгебраический подход, 

алгебраическая замыкания, оператор распознавания, принятие решений 

Abstract: The paper considers the algorithms of the algebraic approach to solving recognition problems. In 
the early 1970s, Yu. I. Zhuravlev developed a model of algorithms for calculating estimates (ACE), which consists of 
a combination of a recognition operator and decision rules. The main concept of this model is to construct an evalua-
tion matrix to determine the belonging of control objects to classes and their classification based on decision rules. In 
the late 1970s, Yu. I. Zhuravlev proposed an algebraic approach that involves constructing correct polynomial algo-
rithms through algebraic operations on incorrect algorithms. This article analyzes in detail the development of the al-
gebraic approach, its application and problems associated with modern structures. 

Keywords: pattern recognition, algorithms for calculating estimates, algebraic approach, algebraic closure, 

recognition operator, decision making 

Annotatsiya. Ushbu ishda tanib olish masalalarini hal qilishda algebraik yondashuv algoritmlari ko‘rib chiqiladi. 
1970-yillarning boshlarida Y.I. Juravlev tomonidan baholarni hisoblash algoritmlari (BHA) modeli ishlab chiqilgan 
bo‘lib, tanib olish operatori va qaror qabul qilish qoidalarining birlashmasidan iboratdir. Ushbu modelning asosiy kon-
sepsiyasi nazorat obyektlarning sinflarga tegishliligini aniqlash uchun baholash matritsasini tuzish va qaror qabul qi-
lish qoidalariga asoslangan holda tasniflashdir. 1970-yillarning oxirida Y.I. Juravlev algebraik yondashuvni taklif qilgan, 
bu yondashuv nekorrekt algoritmlar ustida algebraik amallar orqali to‘g‘ri algoritm-polinomlar qurishni o‘z ichiga oladi. 
Ushbu maqolada algebraik yondashuvning rivojlanishi, qo‘llanishi va zamonaviy tuzilmalar bilan bog‘liq muammolar 
batafsil tahlil qilinadi 

Tayanch so‘zlar: timsollarni tanib olish, baholarni hisoblash algoritmlari, algebraik yondashuv, algebraik 
tutashuv, tanib olish operatori, qaror qabul qilish 

1970-yillarning boshlarida Y.I. Juravlev tanib 

olish masalalarini hal qilish uchun baholarni 

hisoblash algoritmlari (BHA) modeli haqida ish 

olib borgan [1, 2]. Bu modelning asosiy 

konsepsiyasi tanib olish operatori va qaror qabul 

qilish qoidalarining birlashmasidan iboratdir. Tanib 

olish operatori nazorat obyektlarning sinflarga 

tegishliligini aniqlash uchun baholash matritsasini 

tuzadi. Bunda, nazorat obyektlar (algoritm 

tasniflash kerak bo‘lgan obyektlar) va etalon 

obyektlar (tasnifi allaqachon ma’lum bo‘lgan 

obyektlar) o‘rtasidagi o‘xshashliklarni tahlil qiladi. 

Qaror qabul qilish qoidalari baholash matritsasiga 

asoslangan holda nazorat obyektlarni tasniflaydi. 

BHA modeli o‘ziga xos tarzda amaliy masalalarni 

hal qilishda qo‘llaniladigan turli xil strategiyalar 

(evristik usullar)ni o‘z ichiga olgan. Bu model 

tanib olish algoritmlarini tavsiflash uchun universal 

tiliga aylangan. Misol sifatida, BHA modeli 

asosida ishlab chiqilgan test algoritmlari [3, 4] va 

"Kora" algoritmlari [5, 6] keltirilgan bo‘lib, ular 

amaliyotda muvaffaqiyatli qo‘llanilgan. 

1970-yillarning oxirida Y.I. Juravlev tanib o-

lish masalalarini hal qilish uchun algebraik yon-

dashuvni taklif qildi. Bu yondashuvning asosiy 

g‘oyasi, korrekt algoritmni (nazorat tanlanmada 
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xato qilmaydigan) korrekt bo‘lmagan (evristik) al-

goritmlar bo‘yicha algebraik ifoda sifatida izlashni 

taklif qildi [7, 8, 9]. Algebraik yondashuv nekor-

rekt algoritmlar ustida algebraik amallar (qo‘shish, 

konstantaga ko‘paytirish va matritsa elementlarini 

elementma-element ko‘paytirish) orqali ishlaydi. 

Bu amallar tanib olish algoritmlari ustida ope-

ratsiyalarni induksiya qiladi. Algebraik yon-

dashuvda polinomlar to‘plami va bu polinomlar 

ustida maksimal daraja 𝑘 bo‘lgan modelning algo-

ritmlari algebraik tutashuvi deb ataladi. Bu 

tutashuv, agar kontekst aniq bo‘lsa, cheksiz daraja-

dagi tutashuvni ham anglatadi. Algebraik yon-

dashuvning yutug‘i shundaki, nekorrekt algoritmlar 

ustida to‘g‘ri algoritm-polinom mavjudligi aniq is-

botlangan. Bu yondashuv, biror aniq algoritmning 

kamchiliklarini bartaraf etib, umumiy yaxshi algo-

ritmlar yaratish imkonini beradi. Algebraik yon-

dashuv zamonaviy va amaliy samarali tuzilmalar 

(bagging, boosting, ekspertlar fikrlarini aralashti-

rish va x.k.) tomonidan qo‘llaniladi. Bu yondashuv, 

har bir yangi muammo uchun yangi algoritm yara-

tish o‘rniga, umumiy tuzilmadan foydalanish im-

konini beradi [10-19]. 

Tanib olish masalalarini hal qilishda algebraik 

yondashuv intensiv rivojlangan va turli xil 

yo‘nalishlarni o‘z ichiga olgan  [20-23]. Bu yon-

dashuvda K. V. Rudakov tomonidan ishlab 

chiqilgan lokal va universal cheklovlar nazariyasi 

muhim rol o‘ynagan [24-29]. Bu nazariya tanib o-

lish va axborotni qayta ishlash masalalarini 

tavsiflash va o‘rganish uchun mos bo‘lgan univer-

sal til yaratishga qaratilgan edi. Algebraik yon-

dashuv rivojlanishi davomida nafaqat tarafdorlarga, 

balki qarshiliklarga ham uchradi. Asosan, bu yon-

dashuvning tanqid qilinish sababi nazariyaning 

amaliyotga tadbiq etilishi bilan bog‘liq bo‘ldi va 

korrekt algoritm-polnomlarni amaliy vazifalarni hal 

qilishda aniq qo‘llashning imkonsizligiga qa-

ratilgan edi. V.L. Matrosov ishlarida algebraik 

tutashuvlarning BHA submodellari mavjudligini 

ko‘rsatdi, ular korrekt algoritmlar va zamonaviy 

modellar bilan umumiy qabul qilingan ishonch na-

zariyasi nuqtai nazaridan qolishmasligini isbotladi. 

V.N. Vapnik - A.Y. Chervonenkis tomonidan 

ishlab chiqilgan ishonch nazariyasi bu sohada mu-

him rol o‘ynagan deyish mumkin [30,31]. K. V. 

Voronsov algebraik yondashuv konstruktsiyala-

ridan amaliy vazifalarni hal qilish uchun samarali 

foydalanish usullarini taklif qildi [17, 32, 33]. 

Tadqiqotlar asosan model algoritmlarini opti-

mallashtirishga qaratilgan edi. Algebraik ifodalar 

ustida ishlash orqali algoritmlarni yaxshilashga 

urinishlar bo‘lgan [34-36]. Algebraik tutashuvlar 

doirasida algoritmlar mavjudligi isbotlangan. Bu 

isbotlar odatiy mavjudlik teoremalari bo‘lib, ular 

amaliy masalalarni hal qilish uchun mos algoritm-

larni taqdim etadi. Algebraik yondashuv atrofidagi 

bahslar ko‘pincha algoritmlarni qurish usullari va 

ularning xususiyatlari atrofida bo‘lgan. Algebraik 

tutashuvlar esa yaxshi tavsiflanmagan. Algebraik 

tutashuvlarni to‘liq va aniq tasvirlab, ularni tahlil 

qilish orqali ularning "yaxshi" algoritmlari bor-

yo‘qligini aniqlash mumkin. Bu yondashuvning 

asosiy kamchiligi shundaki, hozirgi vaqtda al-

gebraik tutashuvlar yaxshi tavsiflanmagan va bu 

ularni amaliyotda samarali qo‘llashni qiyinlashtira-

di. Faqat ularni to‘liq va aniq tavsiflagan holda, al-

goritmlarni tahlil qilish va samarali qo‘llash mum-

kin bo‘ladi. 

Klassik nazariya doirasida algebraik kon-

struktsiyalarni tahlil qilish texnikasi V.L. Matrosov 

tomonidan ishlab chiqilgan bo‘lib, u algebraik 

yondashuvda algoritmik konstruktsiyalar ishonchli-

ligini nazariy asoslash masalasini hal qilish uchun 

apparat sifatida ko‘rib chiqilgan [37, 38]. Algebraik 

tutashuvlarning korrektlik mezonlarini topish va 

baholash masalalari hal qilingan. V.L. Matrosov va 

T.V. Ploxonina  bu masalalar ustida ishlagan va 

turli natijalarni ko‘rsatgan. Bu texnikalar yordami-

da hal etilgan muammolar ko‘plab yangi muam-

molarni keltirib chiqardi. Oddiy mezonlarni topish, 

tushirilgan baholashlarning qiymatlarini aniqlash 

va algoritmlar yordamida hal etiladigan vazifalar 

ta’rifi kabi masalalar paydo bo‘lgan. Bu texnika al-

gebraik tutashuvlarning korrektligini baholash va 

ularni tadqiq qilishda muhim rol o‘ynagan. Nati-

jalar esa algebraik tutashuvlarning yanada chu-

qurroq o‘rganilishi va amaliyotda qo‘llanilishi u-

chun zamin yaratgan [39]. 

A.G.Dyakonov BHA modelining yakuniy dara-

jadagi algebraik tutashuvlarni tadqiq qilishustida 

ish olib borgan bo‘lib, bu umumlashtirilgan model 

uchun to‘g‘ri natijalarni o‘z ichiga oladi. Asosiy 

maqsad an’anaviy algebraik konstruktsiyalarni 

saqlab, aynan klassik modelni o‘rganish bo‘lgan. 

Modelni zamonaviyroq qilish va so‘nggi yillarda 

paydo bo‘lgan amaliy masalalarni hal qilish uchun 

moslashtirish istagi bilan umumlashtirishni amalga 

oshirilgan. Birinchi umumlashtirish sinflanayotgan 

obyektning o‘z sinfi ob’ektlaridan uzoqligini va 

boshqa sinflar ob’ektlariga yaqinligini hisobga o-

lish bilan bog‘liq. Bu formula Y.I. Juravlev tomo-

nidan taklif qilingan va A. A. Dokukin tomonidan 

amalga oshirilgan. Ikkinchi umumlashtirish oby-

ektlar o‘rtasidagi yaqinlikni hisobga olishning 

o‘zgarishi bilan bog‘liq bo‘lib, bu klassik holatda 

obyektlarning atributli imzolanishlarining yaqinli-

klarining tortilgan yig‘indisi sifatida aniqlanadi. 

Model obyektlarni belgilashning tasodifiy usullari 
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uchun ishlab chiqilgan va har qanday obyektlar 

juftligi uchun masofaga analog bo‘lgan funktsiya 

qiymatini hisoblash imkoniyatini beradi. Bu 

funktsiyalar oilasi qisman tartiblangan to‘plamga 

tegishli. 

Standart formulani umumlashtirib tanib 

olish masalasini ko‘rib chiqaylik. 

Qanoatlantiruvchi obyektlar to‘plami 𝐾𝑗 , 𝑗 ∈

{1,2,… , 𝑙}  sinflarga birlashtirilgan holda 𝑀 

to‘plamni tashkil etadi: 

𝑀 ⊇ ⋃ 𝐾𝑗
𝑙
𝑗=1 .  (1) 

Baholarni hisoblash algoritmlari (BHA) 

tamoyili – berilgan belgilar to‘plamidan ajratib o-

lingan qism belgilar to‘plami bo‘yicha tanib o-

linuvchi va etalon obyektlarining o‘zaro “yaqinli-

gi”ni xarakterlovchi baholarni hisoblashga asosla-

nadi. 

BHA parametrlar muhim o‘rin tutadi, 

quyidagi jadvalda qaysi bosqichda qaysi parametr-

lardan foydalanish keltirilgan  

1-jadval 

BHAning parametrlari 

BHA 
bosqichlari 

Parametrlar Miqdori 

1 𝑘 1 
2 𝜀, 𝜀𝑖 n+1 
3 𝑝𝑖 , 𝑤𝜔̃, 𝛾(𝑆𝑗)  n+m 
4 𝑟 1 
5 𝑣𝑢 l 
6 𝛿1, 𝛿2 2 

BHAni birinchi bosqichi “tayanch 
to‘plamlar tizimi”ni tuzib olishdir bunda, 

𝛺  – {1,2,…𝑛}  belgilar to‘plami mavjud 
bo‘lgan barcha qism to‘plamlar tizimi hisoblanib, 
bu qism to‘plamlar soni quyidagi formula orqali 
aniqlanadi: 

∑ 𝐶𝑛
𝑖𝑛

𝑖=1 .  (2) 

𝛺𝐴   – 𝐴  algoritmning {1,2,…𝑛}  belgilar 
to‘plamidan tanlab olinadigan tayanch to‘plamlar 
tizimi, 𝛺𝐴 ⊆ 𝛺. 𝐴 algoritmga misollar: 

• Barcha tupik testlar to‘plami; 

• 𝑘  ( 1 ≤ 𝑘 ≤ 𝑛 − 1 ) miqdordagi barcha 

qism to‘plamlar tizimi.  

𝑘 parametri – tayanch to‘plamlar tizimida 

ovoz beruvchi belgilar sonini bildiradi. 

Uning fiksirlangan qiymati soha 

mutaxassisi tomonidan yoki o‘quv 

tanlanmani o‘qitish jarayonida aniqlanadi; 

• {1,2,…𝑛} to‘plamning barcha bo‘sh 

bo‘lmagan qism to‘plamlari tizimi.  

BHAni tadbiq qilishda qism to‘plamlarni 1 

tadan olingan xolatlar ko‘p uchraydi bunda 1-

bosqich bo‘lmish “tayanch  

𝜌(𝑥1𝑗 , 𝑥1𝑞) = {
1, 𝑎𝑔𝑎𝑟|𝑥𝑖𝑗 − 𝑥𝑖𝑞| ≤ 𝜀𝑖 𝑏𝑜’𝑙𝑠𝑎,

0, 𝑎𝑔𝑎𝑟|𝑥𝑖𝑗 − 𝑥𝑖𝑞| > 𝜀𝑖 𝑏𝑜’𝑙𝑠𝑎.
         (3)

 

𝑟(𝜔̃𝑆𝑗 , 𝜔̃𝑆𝑞) = {
1, агар ∑𝜌𝑖(𝑥𝑖 , 𝑥𝑖𝑞)

𝑘

𝑖=1

≤ 𝜀

0, бошқа ҳолатларда.

          (4) 

Bu yerda 𝜔̃𝑆𝑗 = (𝑥1𝑗, 𝑥𝑛𝑗, … , 𝑥𝑘𝑗)  va 

𝜔̃𝑆𝑞 = (𝑥1𝑞 , 𝑥𝑛𝑞 , … , 𝑥𝑘𝑞)  obyektlar va ularning 

belgilarini “o‘xshashlik” munosabatlari uchun 

𝜀1, 𝜀2, … , 𝜀𝑘, 𝜀 bo‘sag‘alar qiymatlari beriladi. 

Yaqinlik funksiyasini hisoblash uchun Iris 

ma’lumotlar to‘plamidan har bir sinfdan 5 tadan 

obyekt  jami 15 ta obyekt oldik (1-jadval). 

1-jadvalda 𝑇𝑛𝑚  jadvali berilgan bo‘lsin, 

keyingi qadamlarni bajarish uchun qulayroq 

bo‘lgan 𝑇′𝑛𝑚 jadvaliga aylantirish mumkin, uning 

elementlari quyidagi formula yordamida 𝑇𝑛𝑚  ele-

mentlarini normallashtirish orqali olinadi: 

to‘plamlar tizimi”ni tuzib olish shart 

bo‘lmaydi. Demak, ikkinchi bosqich “yaqinlik 

funksiyasi”dan foydalanib, belgilarni solishtirib 

chiqamiz. 

Obyektlarning har bir miqdoriy 𝑋𝑖  belgisi 

qiymatlarining yaqinligini aniqlash uchun 𝜀𝑖 
bo‘sag‘alar kiritilgan. Bu parametrlar guruhi (𝜀𝑖 , 
𝑖 = 1, 𝑛̅̅ ̅̅̅ ) umumiy holda gipersharlarning radiusi 

yoki obyektlarning mos belgilarining yaqin yoki 

yaqin emasligini aniqlash uchun o‘rnatilgan chega-

raviy qiymatlarni ifodalaydi. Agar berilgan timsol-

ni (obyektni) xarakterlovchi miqdoriy belgilar soni 

𝑛 ta bo‘lsa, u holda ularning har bir uchun alohida 

bo‘sag‘aviy qiymatlar beriladi va ular 𝜀1, 𝜀2, … , 𝜀𝑛 

ko‘rinishda belgilanadi. Ushbu 𝜀𝑖 - bo‘sag‘alar 

BHAning ikkinchi bosqichida 𝑆𝑗  va 𝑆𝑞  obyektla-

rining miqdoriy belgilari orasidagi yaqinlikni ani-

qlash uchun kiritilgan. Ikki obyektning mos 

miqdoriy belgilari bo‘yicha qiyoslash |𝑥1𝑗 −

𝑥1𝑞| ≤ 𝜀1 , |𝑥2𝑗 − 𝑥2𝑞| ≤ 𝜀2 , …, |𝑥𝑛𝑗 − 𝑥𝑛𝑞| ≤ 𝜀𝑛 

ko‘rinishdagi tengsizliklar asosida amalga oshirila-

di. Tengsizlikning bajarilmagan shartlari soni 

𝜌(𝑥𝑖𝑗 , 𝑥𝑖𝑞) bilan belgilab, u quyidagicha hisoblana-

di:  

𝑋′𝑖,𝑗 =
𝑋𝑖,𝑗

√∑ 𝑋𝑖,𝑗
2𝑚

𝑗=1

  (5) 

𝜀𝑖 - bo‘sag‘alar qiymatlarini hisoblovchi 

mavjud usullarni bir nechta guruhga ajratish mum-
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kin va shu guruhlarga tegishli bo‘lgan ba’zi usullar 

quyida keltiriladi. 

1. MinMax usuli. Aksariyat usullarda 𝐾𝑔 

sinf obyektlarining 𝑖- belgisi bo‘yicha minimum va 

maksimum oraliqlari aniqlab olinadi. 

𝜀𝑖̅
𝑔
=

1

2
(max
𝑖,𝑗

𝑥𝑖𝑗
𝑔
−min

𝑖,𝑗
𝑥𝑖𝑗
𝑔
), 𝑖 = 1, 𝑛̅̅ ̅̅̅, 𝑗 = 1,𝑚̅̅ ̅̅ ̅̅ , 𝑔 = 1, 𝑙̅̅ ̅̅  

 (6) 

Bu yerda max
𝑖,𝑗

𝑥𝑖𝑗
𝑔

 va min
𝑖,𝑗

𝑥𝑖𝑗
𝑔

 o‘quv tanlanmada 𝑖 - 

belgining 𝑔- sinfi bo‘yicha maksimal va minimal 

qiymatlari, hamda 𝜀𝑖̅
𝑔

 – 𝜀𝑖 - bo‘sag‘aning o‘rtacha 

qiymati. 

2. Matematik kutilma usuli. 𝐾𝑔 sinf obyekt-

larining 𝑖  - belgisi bo‘yicha matematik kutilmani 

aniqlash quyidagicha ifodalanadi. 

𝑀𝑥𝑖
𝑔
=

1

𝑚𝑔 −𝑚𝑔−1

∑ 𝑥𝑖𝑗
𝑔

𝑚𝑔

𝑗=𝑚𝑔−1+1

 

𝜀𝑖̃
𝑔
= {

𝑀𝑥𝑖
𝑔
−min

𝑖,𝑗
𝑥𝑖𝑗
𝑔
, 𝑎𝑔𝑎𝑟 |𝑀𝑥𝑖

𝑔
−min

𝑖,𝑗
𝑥𝑖𝑗
𝑔
| ≤ |max

𝑖,𝑗
𝑥𝑖𝑗
𝑔
−𝑀𝑥𝑖

𝑔
|  𝑏𝑜’𝑙𝑠𝑎,

max
𝑖,𝑗

𝑥𝑖𝑗
𝑔
−𝑀𝑥𝑖

𝑔
, 𝑎𝑘𝑠 ℎ𝑜𝑙𝑑𝑎                                                                          

 

(7) 

        3. Oraliq usul. Belgining sinflar bo‘yicha ani-

qlangan MinMax qiymati va matematik kutilmasi 

qiymatlarini oraliqlarga ajratish usuli 𝐸̅𝑖
𝑔
> 𝐸̃𝑖

𝑔
 

bo‘lganda quyidagicha aniqlanadi: 

𝜀𝑖
𝑔
=

1

𝑐
|𝜀𝑖̅
𝑔
− 𝜀𝑖̃

𝑔
|. (8) 

Bu yerda 𝑐 ∈ 𝑁 – oraliqlar soni. 

Yuqorida keltirilgan (6)-(8)dan keyingi 

tanlovlar uchun quyidagi usullarni keltiramiz. 

Minimal bo‘sag‘a. O‘quv tanlanma 

bo‘yicha sinflarda aniqlangan bo‘sag‘alarning mi-

nimal qimatlarini hisoblash quyidagicha bo‘ladi: 

𝜀𝑖 = min
𝑔
𝜀𝑖
𝑔

, 𝑖 = 1, 𝑛̅̅ ̅̅̅, 𝑔 = 1, 𝑙̅̅ ̅̅ . (9) 

Maksimal bo‘sag‘a. Sinflarda aniqlangan 

bo‘sag‘alarning maksimal qimatlarini hisoblash 

quyidagicha: 

    𝜀𝑖 = max
𝑔
𝜀𝑖
𝑔

, 𝑖 = 1, 𝑛̅̅ ̅̅̅, 𝑔 = 1, 𝑙̅̅ ̅̅ .  (10) 

O‘rtacha bo‘sag‘a. Sinflarda aniqlangan 

bo‘sag‘alarning o‘rtacha qiymatlarini hisoblash 

quyidagicha bo‘ladi: 

𝜀𝑖 =
1

𝑙
∑ 𝜀𝑖

𝑔𝑙
𝑔=1 , 𝑖 = 1, 𝑛̅̅ ̅̅̅, 𝑔 = 1, 𝑙̅̅ ̅̅  (11) 

Har bir sinf bo‘yicha bo‘sag‘a. Ba’zi hollarda 

bo‘sag‘alarni har bir sinf uchun alohida-alohida 

hisoblash ham yaxshi natijalarni olish imkonini be-

radi. Bu usulda bo‘sag‘alar har bir sinf bo‘yicha 

hisoblangan, 𝜀𝑖𝑔 = 𝜀𝑖
𝑔

, 𝑖 = 1, 𝑛̅̅ ̅̅̅, 𝑔 = 1, 𝑙̅̅ ̅̅ . (12) 

BHA yordamida hisoblanadigan bo‘sag‘a. 

O‘quv tanlanma jadvalining barcha belgilarining 

o‘zaro farqlari yig‘indisi o‘rtachasiga ko‘ra 

bo‘sag‘alarni hisoblash usuli quyidagi ko‘rinishda 

aniqlanadi. 

𝜀𝑖 =
∑ |(𝑚−1)𝑥𝑖𝑗−𝑗∙𝑥𝑖𝑗+1|

𝑚−1

𝑗=1

𝐶𝑚
2   (13) 

𝑇𝑛𝑚 jadvalining barcha xususiyatlari uchun 

umumlashtirilgan 𝜀  - chegarani belgilash uchun 

quyidagi formuladan foydalanish mumkin: 

𝜀 =
∑ ∑ |(𝑚−1)𝑥𝑖𝑗−𝑗∙𝑥𝑖𝑗+1|

𝑚
𝑗=1

𝑛
𝑖=1

𝑛𝐶𝑚
2  14) 

Biroq, butun o‘quv tanlanma uchun umum-

lashtirilgan bo‘sag‘ani qo‘llash juda qo‘pol bo‘lishi 

mumkin va natijada tanib olish sifati past bo‘ladi. 

Bunday hollarda, umumlashtirilgan 𝜀 o‘rniga 𝜀𝑖 bi-

lan chegaralanish maqsadga muvofiqdir. 

𝑝𝑖 , 𝛾𝑗  va 𝑣𝑢  parametrlari. Bu parametrlar 

𝑇𝑛𝑚𝑙 etalon jadvalida aks etuvchi 𝑛 ta belgilarning 

– 𝑝𝑖 (𝑖 = 1, 𝑛̅̅ ̅̅̅) informatsion salmog‘i, 𝑚 ta obyekt-

larning – 𝛾𝑗  (𝑗 = 1,𝑚̅̅ ̅̅ ̅̅ ) informatsion salmog‘i va 𝑙 

ta sinflari uchun – 𝑣𝑢 (𝑢 = 1, 𝑙̅̅ ̅̅ ) informatsion sal-

mog‘ini hisoblash uchun kiritiladi. 

 

Dastlabki 

ma’lumotlarni 

kiritish 

Pseudorandom 

raqamlarni olish 

(0,1) 

𝑋𝑖,𝑗 
shakllantirish 

 

𝑆𝑗 
shakllantirish 

 

𝑇𝑛𝑚 

shakllantirish 

 

𝑇𝑛𝑚
→ 𝑇𝑛𝑚

′  

konver-

tatsiya 

𝜀𝑖
′, 𝜀′, 𝑘 

hisoblas

h 

𝜀𝑖
′ 

gu-

ruhlash 
 

𝑝(𝑖) 

𝜀𝑖 
hisoblas

h 

 

Xu-

losa 
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1-rasm. BHAda kiruvchi ma’lumotlar uchun bo‘sag‘alar 

va informatsion salmog‘larni aniqlash 

Uchinchi boshqich Fiksirlangan tayanch 
to‘plam qatorlari bo‘yicha baholarni hisoblash. Bu 
bosqichda 𝜔̃𝑆 barcha 𝜔̃𝑆𝑞 (𝑞 = 1,2, … ,𝑚) qatorlar 
bo‘yicha yaqinlik funksiyalari qiymatlari orqali Г𝜔̃ 
baho aniqlanadi. Bahoni hisoblashda qatorlar 
uchun o‘rnatilgan “tashqi parametrlar”dan ham 
foydalanish mumkin. Masalan, bunday tashqi 
parametrlar “muhimlik darajasi” yoki 𝑆𝑞 
qatorlarning ishonchliligini oshirishni ifodalashi 
mumkin: Г𝜔̃(𝑆, 𝑆𝑞) = 𝛾1(𝑆𝑞)𝛾2(𝑆𝑞)𝑟(𝜔̃𝑆, 𝜔̃𝑆𝑞) 

𝛾1(𝑆𝑞) , 𝛾2(𝑆𝑞)  – 𝑆𝑞  obyekt uchun tashqi 
parametrlar. Ba’zan bu parametrlarning 
qiymatlarini aniqlash mumkin bo‘lmasa, ulardan 
foydalanmaslik ham mumkin. 

To‘rtinch bosqich fiksirlangan tayanch 
to‘plam bo‘yicha sinf uchun baholarni hisoblash. 
𝜔̃ - qismi bo‘yicha 𝐾𝑢  sinfga berilgan bahoni 
hisoblash uchun quyidagi formuladan 
foydalaniladi: 

Г𝜔̃
𝑢 (𝑆) =

𝜓 (Г𝜔̃(𝑆, 𝑆𝑗1
𝑢), Г𝜔̃(𝑆, 𝑆𝑗2

𝑢), … , Г𝜔̃(𝑆𝑗 , 𝑆𝑗𝑡
𝑢))(15) 

𝑆𝑗𝑖
𝑢 ∈ 𝐾𝑢 , 𝑖 = 1, 𝑡̅̅ ̅̅ , 𝑡 − 𝐾𝑢  sinfdagi obyektlar 

soni 
Beshinchi bosqich tayanch to‘plamlar 

tizimi bo‘yicha 𝐾𝑢 sinf uchun baholarni hisoblash. 
Barcha tayanch to‘plamlar tizimi bo‘yicha 𝑆 
obyektning 𝐾𝑢  sinfga bergan ovozlarining 
jamlanmasi quyidagicha hisoblanadi: 

Г𝑢(𝑆) = ∑ Г𝜔̃
𝑢 (𝑆)𝜔̃∈𝛺𝐴 ,   (16) 

yoki baholarni normallashtirish uchun: 

Г𝑢(𝑆) =
1

𝑁
∑ Г𝜔̃

𝑢 (𝑆)𝜔̃∈𝛺𝐴 .  (17) 

Oltinchi boshqichda 𝐴  algoritmi uchun 
hal qiluvchi qoida quriladi. Ushbu yakuniy 
bosqichda sinflarga berilgan Г𝑢(𝑆) (𝑢 = 1,2,… , 𝑙) 
ovozlar orqali 𝑆  obyektni qaysi sinfga tegishliligi 
quyidagi formulalar ko‘rinishida aniqlanadi: 

𝐹(Г1(𝑆), Г2(𝑆), … , Г𝑙(𝑆)) = 𝑢,  max
𝑢
Г𝑢(𝑆) ,  1 ≤ 𝑢 ≤ 𝑙    (18) 

𝐹(Г1(𝑆), Г2(𝑆),… , Г𝑙(𝑆)) = {
𝑢,     𝑎𝑔𝑎𝑟 Г𝑢(𝑆) − Г𝑗(𝑆) ≥ 𝛿1
0, 𝑞𝑜𝑙𝑔𝑎𝑛 𝑏𝑎𝑟𝑐ℎ𝑎 𝑥𝑜𝑙𝑎𝑡𝑙𝑎𝑟𝑑𝑎

       (19) 

 

(Г1(𝑆), Г2(𝑆), … , Г𝑙(𝑆)) =

{
 
 

 
 

𝑢,                     𝑎𝑔𝑎𝑟,     

{
 
 

 
 10 Г𝑢(𝑆) − Г𝑗(𝑆) ≥ 𝛿1

20          
Г𝑢(𝑆)

∑ Г𝑗(𝑆)
𝑙

𝑗=1

≥ 𝛿2

0,  10 𝑦𝑜𝑘𝑖  20𝑠ℎ𝑎𝑟𝑡𝑙𝑎𝑟𝑑𝑎𝑛 𝑏𝑖𝑟𝑖 𝑏𝑎𝑗𝑎𝑟𝑖𝑙𝑚𝑎𝑠𝑎.

 

 
(20) 

 

Optimallashtirish yondashuvi presedentlar 

bo‘yicha o‘qitish masalasini hal qilish quyidagi 

qadamlarni o‘z ichiga oladi: 

1. Birinchi qadamda evristik axborot modeli 

tanlanadi, bu model universal cheklovlarga 

javob beradi. Evristik axborot modeli algorit-

mlar 𝔐 tanlanadi, bunda 𝔐 ⊆𝔐𝑢. Barcha 𝔐 

algoritmlar universal cheklovlarga javob 

beradi. 

2. Sifat funktsiyasini aniqlash: 

Keyingi qadamda sifat funktsiyasi 

aniqlanadi, bu funktsiya algoritmning 

qanchalik aniq javob berishini o‘lchaydi. 

Ixtiyoriy 𝑞  qanoatlantiruvchi sifat 

funktsiyasi 𝑄 aniqlanadi: 

𝑄:𝔐𝑢 × ℑ𝑖
𝑞
× ℑ𝑓

𝑞
→ ℝ 

bu yerda, 𝑄(𝐴, 𝐼𝑞 , 𝐼𝑞)  qiymati qanchalik kichik 

bo‘lsa, 𝐴  algoritm 𝐴(𝐼𝑞) = 𝐼𝑞  shartiga aniqroq 

javob beradi. 

Algebraik yondashuv tanib olish masalasini hal 

qilish uchun quyidagi qadamlarni amalga oshirishni 

taklif qiladi.  

1. Baholashlar fazosi: ℑ𝑖 va ℑ𝑓 to‘plamlari bilan 

bir qatorda baholashlar fazosi ℑ𝑒 joriy etiladi. 

U shunday tanlanadiki, unda qulay algebraik 

operatsiyalarni aniqlash va mos korreksiyalash 

operatsiyalarini qurish mumkin bo‘lsin. 

2. Algoritmik operatorlar modeli:  

𝔐0 ⊆ 𝔐∗
0 = {𝐵: ℑ𝑖 → ℑ𝑒} 

va qaror qabul qilish qoidalari oilasi 

𝔐1 ⊆⋃  

∞

𝑝=0

{𝐶: ℑ𝑒
𝑝
→ ℑ𝑓} 

tanlanadi. 

Algoritmik operatorlar va qaror qabul qilish qoida-

larining barcha mumkin bo‘lgan superpozitsiyalari 

evristik axborot modelini hosil qiladi 𝔐 =𝔐1 ∘
𝔐0 (2-rasm). 

3. Korreksiyalash operatsiyalari oilasi: 

𝔉 ⊆⋃  

∞

𝑝=0

{𝐹: ℑ𝑒
𝑝
→ ℑ𝑒} 

tanlanadi. 

Shuni ta’kidlash kerakki, superpozitsiya 𝐵(𝑥) ≡

𝐹(𝐵1(𝑥), … , 𝐵𝑝(𝑥))  ℑ𝑖 dan ℑ𝑒  ga ko‘rsatishni 

amalga oshiradi va shuning uchun algoritmik ope-

rator hisoblanadi. 

Buning uchun  𝐹(𝐵1, … , 𝐵𝑝) belgilashini kiritamiz. 

Algoritmik operatorlar, korreksiyalash ope-

ratsiyalari va qaror qabul qilish qoidalarining bar-

cha mumkin bo‘lgan superpozitsiyalari 𝔉 kengayti-

rish modeli 𝔐 ni hosil qiladi, unda korrekt algo-

ritm qidirish amalga oshiriladi (1b-rasm). Uchta 

tasvirlash oilasi shunday qurilganki, 𝔉(𝔐) ⊆ 𝔐𝑢 

sharti bajariladi. Barcha algoritmlar universal 

cheklovlarga javob beradi.  𝔉  kengaytirishlarni 

qurishning umumiy yondashuvlari universal va lo-

kal cheklovlar nazariyasida rivojlanadi. 
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4. Algoritmik operatorlarni tanlash: Algoritmik 

operatorlar, korreksiyalash operatsiyalari va 

qaror qabul qilish qoidalari tanlanadi va ular 

birgalikda korrekt algoritmni hosil qiladi. 

𝐵1, … , 𝐵𝑝  algoritmik operatorlari 𝔐0  dan, 

korreksiyalash operatsiyasi 𝐹  𝔉 dan va qaror 

qabul qilish qoidasi 𝐶 𝔐1 dan tanlanadi: 

𝐴 = 𝐶 ∘ 𝐹(𝐵1, … , 𝐵𝑝) 

korrektlik shartini bajaradi, qarang (2c-rasm). 

Oldinlari algebraik yondashuv bo‘yicha 

ishlarda korrekt algoritm 𝐴 ni keng sinfdagi masa-

lalar uchun qurish mumkinligi ko‘rsatilgan bo‘lib, 

ular regulyar masalalar deb ataladi, agar 𝔐0 va 𝔉 

to‘liqlik xususiyatiga ega bo‘lsa. Ushbu ishlardagi 

mavjudlik teoremasi isboti to‘g‘ri algoritmni kon-

struktiv qurishga asoslangan bo‘lib, optimallashti-

rish usullarini qo‘llashni talab qilmagan. Ayrim 

hollarda – ayrim 𝔐0 va 𝔉 uchun - kerakli algorit-

mni aniq formulalar ko‘rinishida yozish mumkin 

bo‘lgan. Bunda ko‘p (ba’zida asossiz ko‘p) algo-

ritmik operatorlar ishlatilgan bo‘lib, ular alohida o-

lingan holda yetarlicha past sifatga ega bo‘lgan. 

Bunday konstruktsiyalar nazariy ko‘rib chiqish u-

chun qulay bo‘lgan, ammo amaliy qo‘llash uchun 

mo‘ljallanmagan. Aniq formulalar ko‘rinishida 

amalga oshirilgan algoritmlar juda murakkab 

bo‘lgan va ishonchli natijalar bermagan. Asosiy sa-

bab shundaki, operatorlar to‘plami 𝐵1, … , 𝐵𝑝  bitta 

va ayni vaqtda berilgan muayyan vazifaning o‘ziga 

xosligini hisobga olmagan. 

 

             (a model 𝔐) 

           

                        (b model 𝔉(𝔐)) 

 

           (c algoritm tuzilishi) 

2-rasm. Tanib olish masalasini hal qilishda algo-

ritmik operatorlar, korreksiyalash operatsiyalari va 

qaror qabul qilish qoidalari superpozitsiyalarini 

qurish. 

Algebraik yondashuv tanib olish masalala-

rini hal qilishda samarali vosita bo‘lib, har bir yan-

gi muammo uchun yangi algoritm yaratish o‘rniga 

umumiy tuzilmadan foydalanish imkonini beradi. 

Ushbu yondashuv amaliy vazifalarni hal qilishda 

keng qo‘llaniladi va zamonaviy tuzilmalar bilan 

samarali kombinatsiya qilinadi. Algebraik yon-

dashuvning asosiy kamchiligi shundaki, hozirgi 

vaqtda algebraik tutashuvlar yaxshi tavsiflanmagan 

va bu ularni amaliyotda samarali qo‘llashni qiyin-

lashtiradi. Faqat ularni to‘liq va aniq tavsiflagan 

holda algoritmlarni tahlil qilish va samarali 

qo‘llash mumkin bo‘ladi. 

Ish O‘zbekiston Respublikasi Innovatsion 

rivojlanish agentligi ko‘magidagiUmuman olganda, 

to‘g‘ri algoritm mavjudligi uchun operatorlar 

to‘plami 𝐵1, … , 𝐵𝑝  yetarlicha xilma-xil bo‘lishi, 𝔉 

oilasi esa yetarlicha "boy" bo‘lishi kerak. Ushbu 

talablarni aniq o‘rganish uchun global va lokal ba-

zislar tushunchalarini kiritamiz. 

Ta’rif 1. Operatorlar to‘plami 𝐵1, … , 𝐵𝑝 

berilgan 𝔉 va 𝔐1 uchun global bazis deyiladi, agar 

har qanday yakuniy axborot 𝐼𝑞
′ ∈ ℑ𝑓

𝑞
 uchun kor-

reksiyalash operatsiyasi 𝐹 ∈ 𝔉 va qaror qabul qi-

lish qoidasi 𝐶 ∈ 𝔐1  topilsa, ular quyidagilarni 

qanoatlantirsa: 𝐴(𝐼𝑞) = 𝐼𝑞
′ . 

Ta’rif 2. Operatorlar to‘plami 𝐵1, … , 𝐵𝑝 

berilgan 𝔉 va 𝔐1 uchun lokal bazis deyiladi, agar 

har qanday axborot 𝐼𝑞
′ ∈ ℑ𝑓

𝑞
 uchun korreksiyalash 

operatsiyasi 𝐹 ∈ 𝔉 a qaror qabul qilish qoidasi 𝐶 ∈
𝔐1  topilsa, ular quyidagilarni qanoatlantirsa: 

𝐴(𝐼𝑞) = 𝐼𝑞. 

Global bazis ham lokal bazis hisoblanadi, 

ammo aksincha bo‘lishi har doim ham to‘g‘ri emas. 

Bu tushunchalar algebraik yondashuvdagi operator-

lar va korreksiyalash operatsiyalarining to‘liqligini 

va ularning to‘g‘ri algoritm qurish uchun zarurligi-

ni aniqlashga yordam beradi IL-4821091604 va 

FZ-202010191-sonli loyihalar doirasida amalga 

oshirildi. 
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